Eur. Phys. J. B 53, 289-296 (2006)
DOI: 10.1140/epjb/e2006-00386-3

THE EUROPEAN
PHYSICAL JOURNAL B

Nonlinear transport in 3-Nag.33V205

S. Sirbu!, T. Yamauchi?, Y. Ueda?, and P.H.M. van Loosdrecht!>#

! Material Science Center, University of Groningen, 9747 AG Groningen, The Netherlands
2 Institute for Solid State Physics, Tokyo University, Tokyo, Japan

Received 10 July 2006

Published online 20 October 2006 — (© EDP Sciences, Societa Italiana di Fisica, Springer-Verlag 2006

Abstract. Transport properties of the charge ordering compound (3-Nag.33V20s5 are studied in the tem-
perature range from 30 K to 300 K using current driven DC conductivity experiments. It is found that
below the metal-insulator transition temperature (Ths; = 136 K) this material shows a nonlinear charge
density modulation behavior. The observed conductivity is discussed in terms of a classical domain model

for charge density modulation transport.

PACS. 71.30.+h Metal-insulator transitions and other electronic transitions — 72.20.Ht High-field and
nonlinear effects — 72.80.-r Conductivity of specific materials

1 Introduction

There are many solid state materials which are one-
dimensional and metallic at room temperature. Due to
the coupling of the electrons to the underlying lattice
the metallic state in these materials is usually not sta-
ble, leading to a phase transition into a charge modulated
state at low temperatures. The low temperature ground
state of the coupled electron-phonon system is character-
ized by a gap in the single-particle excitation spectrum,
by collective modes formed by the electron-hole pairs,
and by a deformation of the lattice. Many of those com-
pounds are inorganic (Ko sMoQOs, NbSes, TaSs) [1-3], but
these properties are found in organic compounds as well
((2.5(0OCH3)2DCNQI);Li, TTF-TCNQ) [4,5]. The best
known type of this class of phase transitions is the Peierls
transition [6]. In this case the material develops the charge
density modulation state at low temperature with a simul-
taneous deformation of the lattice, and the opening of a
gap in the quasiparticle excitation spectrum. As long as
the charge density modulation is pinned by the lattice or
by impurities, these materials can be described as narrow-
band-gap semiconductors or even insulators. An exception
to this rule is NbSes, which remains a semimetal at low
temperature [7]. One of the more intriguing features of
low dimensional charge ordered materials are their non-
linear transport properties. In the charge density modu-
lation ground state they only exhibit ohmic conductivity
below a certain threshold applied electric field Ep. Be-
low this field, the charge density modulation is pinned
by lattice, impurities, defects, and grain boundaries and
the conductivity is solely due to a strongly temperature
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dependent quasiparticle transport. For fields above Er,
the conductivity becomes strongly enhanced and nonlin-
ear due to the contribution of the now moving depinned
charge density modulation [8-11]. In addition to the non-
linear behavior, charge density modulated materials often
show an alternating current response to a static applied
field. This latter may be either due to so called ratchet-
ing of the charge density modulation phase as observed
in for instance NbSes [3], generally referred to as narrow
band noise, or due to macroscopic polarization oscillations
as observed in for instance blue bronze at low tempera-
tures [12].

The recently revived interest in the vanadium bronze
(-Nag.33V205 has been triggered by the observation of a
charge ordering transition [13], and sparked once more
by the observation of the pressure induced supercon-
ductivity [14] in this electronically low dimensional ma-
terial. The vanadium bronze (3-Nag33V20Os has been
the subject of various structural studies during the last
40 years [15,16]. At room temperature (3-Nag 33V205 is
a highly anisotropic metal with a site occupancy disor-
der of the sodium atoms. Around Ty, = 240 K a second
order phase transition occurs leading to an ordering of
the sodium atoms and a doubling of the primitive cell
along the b direction [17]. A charge ordering transition,
which is thought to be driven by the electron phonon
coupling, occurs at Ty = 136 K and is accompanied
by a further tripling of the unit cell along the b direc-
tion [17,18], leading to a commensurate charge modu-
lated state with a period of 6b. Temperature dependent
measurements of the magnetic susceptibility revealed a
magnetic transition from a paramagnetic to an antifer-
romagnetic state at Typ = 22 K [13]. Finally, as men-
tioned above, 3-Nag.33V205 becomes a superconductor for
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pressures above 8 GPa and low temperatures (8 K) as re-
vealed by recent pressure dependent resistivity measure-
ments [14].

Optical conductivity data suggest that this system
may be understood in terms of a small polaron model,
where the charge ordering in fact corresponds to an or-
dering of the polarons [19,20]. Since previous experiments
strongly suggest that (3-Nag.33V2O5 is a low dimensional
conductor with an electron-phonon interaction induced
charge ordering, this material should also show the usual
nonlinear transport properties discussed above. Indeed the
results presented in this paper of the first detailed mea-
surements of the field dependence of conduction in the
sodium bronze 3-Nag 33V20Os5 are fully consistent with this
picture. The observed nonlinear transport properties are
well described using a classical domain model. The ob-
served charge density modulation conductivity increases
with increasing temperature, suggesting a screening of the
charge density modulation pinning by the thermally ex-
cited carriers.

2 Temperature dependent transport

Single crystal samples have been prepared as described
elsewhere [17]. Platelets with typical dimensions 4 x 2 X
0.2 mm? were mounted on the cold finger of a flow cryostat
and contacted using 50 um diameter platinum wires. Four
wires were fixed on the sample surface using silver paste,
spaced 1 mm apart. Measurements were performed along
the b axis in a four probe configuration using a Keithley
236 source-meter in a current driven mode. The resistiv-
ity was calculated from the measured resistance and the
geometry of the sample.

First we turn to the temperature dependence of the
low-field ohmic resistance, of which a typical example is
shown in Figure 1 [21]. The strong increase of the resis-
tivity below Thsr = 136 K clearly signals the charge or-
dering transition, consistent with results published in lit-
erature. Note that also the sodium ordering transition at
Tna = 240 K leads to a change in the temperature depen-
dence of the resistivity (see also inset Fig. 1). The small
enhancement of the conductivity below Ty, can be under-
stood in terms of the decreased amplitude of the spatial
potential variations on the vanadium sites due to the or-
dering of the sodium subsystem [19]. Although the resis-
tivity at high temperatures (T' > Tyyy) is fairly small, as
expected for a bad metal, it does not exhibit the metal-
lic behavior as observed previously [17]. The reason for
this could be that the samples are slightly misaligned. In
this case the measured resistivity is a combination of the
resistivity of the metallic b-axis and the insulating per-
pendicular axes, leading to the observed temperature de-
pendence. X-ray diffraction experiments on the samples,
however, have ruled out this option in showing that to
within a degree the samples are indeed b-oriented. A more
likely reason is that the sodium stoichiometry of the sam-
ple slightly deviates from x = 0.33, which is known to lead
to a rapid loss of metallic behavior and eventually to the
disappearance of the metal-insulator transition [13]. Such
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Fig. 1. Resistivity as a function of temperature in

B-Nagp.33V20s5. Inset: change in conductivity near the sodium
ordering transition at Tna =~ 240 K.

deviations lead to an additional disorder in the sodium
site occupancy, which in turn leads to a more disordered
potential on the vanadium sites which make up the one-
dimensional conduction chains [19]. Since in particular low
dimensional systems are very susceptible to disorder, this
may lead to a small disorder induced gap and to the ob-
served non-metallic behavior.

An estimate for the transport gaps above and below
the charge ordering transition temperature is obtained fit-
ting a simple activated behavior, p = pgexp(A/kT), to
the data. Well within the charge ordered phase (30 K <
T < 80 K) we find pg = 630 mQ cm and a gap Apr =
548 K. At high temperatures (150 K < T' < 300 K) we find
po = 75 mf2 cm and a gap Ay = 472 K. Surprisingly, the
transport gap in the charge ordered phase is only about
15% larger than the one found for the high temperature
phase. The major change is found in the prefactors which
differ by an order of magnitude. This is consistent with
the expectation that the majority of the charge carriers
is frozen out by the charge ordering at Ths;. In a similar
analysis Yamada et al. [13] found an activation energy of
538 K, in good agreement with the present value. In pre-
vious work we found an optical gap of 2A = 2450 K [19].
Most likely, this optical gap corresponds to the energy
needed to free a quasiparticle from the charge ordered
state. Clearly then, the transport gap must have a dif-
ferent origin. The origin for this difference could be that
the observed transport gap is in fact a sodium disorder
induced pseudo gap in the charge carrier spectrum, where
the charge carriers themselves are present due to an in-
complete charge ordering, rather then due to thermal ex-
citation as is usually the case. This would be consistent
with the small difference in the transport gap values be-
low and above the charge ordering transition, as well as
with the observed finite low frequency conductivity in the
optical data [19].

Closer inspection of the low temperature conductivity
shows that it does not strictly follow an activated behav-
ior. In particular, below 60 K there seems to be an en-
hancement of the conductivity, which presumably is due
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Fig. 2. Temperature dependent conductivity (symbols, same

data as in Fig. 1) together with a fit to an activated two par-

ticle behavior, equation (1) (dark line). The gray line shows a

fit of thermally activated quasiparticle transport to the high
temperature part of the data.

to the presence of an additional conductivity channel. In a
purely one-dimensional model, such an enhancement may
originate from the presence of mid-gap bound states of
amplitude m-solitons and quasiparticles, as described by
Brazovskii [22]. Indeed, the low temperature conductivity
is better described by the empirical from

o(T) = 0’2213 exp(—Agp/kT) + o exp(—Ag/kT). (1)

Here the first term on the right hand side accounts for
the contribution of the quasiparticles, whereas the second
term takes the midgap state conductivity into account.
In the one-dimensional description, the midgap states are
located halfway the quasiparticle gap, i.e. Ag = Agp/2.
Fitting equation (1) to the data yields Agp = 995 K;
As = 487 K, and a ratio 0Qp/0% ~ 0.4 x 10%. Note
that the quasiparticle gap obtained in this way becomes
comparable to the gap found in optical experiments [19].
The conductivity ratio shows that just below the phase
transition quasiparticle transport dominates the conduc-
tivity, whereas the ‘midgap’ contribution becomes impor-
tant at lower temperatures only, despite its smaller en-
ergy gap. Finally, we note that a similar analysis to blue
bronze, Kg.3MoQOj3, data leads to similar conclusions. For
both these cases, one can worry whether a one-dimensional
model is applicable at all. Indeed, the midgap states de-
scribed by Brazovski require the existence of topological
m-solitons which do not exist in three dimensions. There-
fore, the above analysis merely shows the presence of ad-
ditional excitations halfway the gap. Though in sodium
vanadate, these might originate from the sodium disorder,
one would not expect a similar disorder in blue bronze.
Therefore, the precise nature of the midgap states remains
unresolved at present. One interesting thought is that they
might result from excitations inside domain walls which
separate the charge density modulation ordered regions in
the samples.
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Fig. 3. Nonlinear field dependent conductivity in

(-Nag.33V205 measured along the b axis at 65 K displaying
three charge density modulation transport regimes.

3 Field dependent transport

The charge density modulation in low dimensional sys-
tems is usually pinned by the underlying lattice, by im-
purities or by structural defects. When the charge den-
sity modulation is incommensurate with the underlying
lattice, the main pinning centers are the impurities and
other defects. In this case, the pinning might be consid-
ered relatively weak, and the charge density modulation
can fairly easily move in the material upon application of
an external electric field, leading to the typical non-linear
charge density wave conduction. When the modulation is
commensurate with the lattice, the pinning is considered
to be strong, usually much stronger than the impurity pin-
ning, and the large pinning energy prevents conduction of
the charge density modulation. The charge modulation in
(-Nag.33V205 is commensurate with the underlying lat-
tice. Since the modulation period is, however, rather large
(6b) the commensurability pinning in this system is ex-
pected to be relatively weak, opening the possibility of
non-linear charge density wave conduction in the charge
ordered phase.

To study the nonlinear transport properties of sin-
gle crystal 3-Nag.33V20Os5, current driven field dependence
measurements [23] were performed in the temperature
range 65-300 K. The obtained transport properties are
very similar with those obtained in CDW systems. A typ-
ical example of the conductivity measured along the b-axis
at 65 K is displayed in Figure 3.

The behavior of the conductivity shows three regimes.
Below 0.06 mV/cm (first threshold field) the conductiv-
ity is field-independent and mainly due to quasiparticle
transport. At about 0.06 mV/cm the conductivity shows
a nonlinear increase resulting from an incoherent contribu-
tion of the charge density wave to the conductivity. This
behavior saturates around 4 mV/cm. Above the second
threshold field at 30 mV/cm a steep increase of the con-
ductivity takes place signaling the onset of the coherent
charge density modulation regime. Despite the strong in-
crease of the conductivity, it never reaches values compa-
rable to the metallic state.
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Fig. 4. Nonlinear conductivity along the b axis as a function
of electric field in 3-Nag.33V205 measured from 65 K to 300 K
(in 5 K steps between 65-125 K, 140-230 K, and 250-300 K; in
2 K steps in the transition temperatures regions: 128-146 K,
and 236-246 K).
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The values for the threshold fields are smaller than
those found, for example in blue bronze. Zawilski et al. [11]
reported 40 mV/cm for the first threshold field and around
2000 mV/cm for the second threshold field in Ko 3MoOs3
at 60 K while Mihaly et al. [24] found 40 mV/cm in
Ko.3_:Na,MoO3 around the same temperature. Flem-
ing et al. [25] found the first threshold field around
500 mV/cm in TaSs and 90 mV/cm in Kg3MoOs both
measured at 60 K. In Ko3-,Nay,MoOsz (z = 0, 0.02,
0.05, 0.1), at 77 K, Wang et al. [26] reported values of
(300, 670, 750, 950) mV /cm for the first threshold field
at 180 K. Beauchene et al. [27] reported similar values
in Rby sMoOs. Kiintscher et al. [28] found in Ky 3MoOs
and Rbg 3sMoO3 values of 150 mV/cm for the first thresh-
old field at 60 K while van Loosdrecht et al. [10] found
200 mV/cm at the same temperature. Although the val-
ues of the first threshold field for K9 3MoOs show some
variation, they are typically in the 50-200 mV /cm range,
i.e. substantially higher than the present values observed
for 3-Nag.33V2Os5. This is consistent with the notion that
the temperature dependence of the low field transport ob-
served in (3-Nag.33V205 is due to incomplete charge or-
dering resulting from disorder in the sodium sublattice.
The presence of charge carriers, even at low temperatures,
leads to screening of the pinning potential, and hence to
a lowering of the threshold field. In contrast, the presence
of charge carriers in blue bronze is almost entirely due to
thermal quasiparticle excitations.

Figure 4 displays the electric field dependence of the
conductivity along the b-axis for a variety of temperatures
between 65 K and 300 K. The nonlinear behavior is most
pronounced at low temperatures, and is slowly decreasing
upon increasing the temperature towards the transition
temperature Tsr. The first threshold field Er, i.e. the field
required to induce charge density modulation conductiv-
ity, is observed below Tj;; only. As the temperature is re-
duced, the threshold fields increase, evidencing a strength-
ening of the charge density modulation pinning. This is
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Fig. 5. Temperature dependence of the threshold fields for
T < Twmr, obtained from the conductivity data. Open symbols
(left scale): first threshold field; filled symbols (right scale):
second threshold field.

due to the reduction of the free carrier concentration at
lower temperatures, leading to a less effective screening of
pinning centers. The second transport regime, the inco-
herent moving regime, shows an increasing conductivity
followed by saturation upon increasing field. Going up in
temperature, the field at which this saturation is reached
increases, until around 90 K it merges with the second
threshold field.

Even above the charge ordering transition tempera-
ture, the nonlinear behavior has not entirely disappeared,
although there are no clear threshold fields anymore. Non-
linear conduction is still observed up to the sodium order-
ing temperature Ty, = 240 K, consistent with the disor-
der induced non-metallic behavior observed above Th;.
Finally, above 240 K a nearly field independent conduc-
tivity is observed.

The temperature dependencies of the first and second
threshold fields are shown in Figure 5. The open symbols
display the first threshold field, Er, obtained from the
conductivity curves by taking the values where the con-
ductivity starts to increase. The lower part displays the
second threshold field, E7, obtained in a similar manner.
Although there is a factor of 103 difference between the
two threshold fields, the displayed behavior is qualitatively
the same: the threshold field strongly decreases with in-
creasing temperature. With some exceptions (for example
Ko.5MoO3 or TaS3z [29]) this type of behavior for in par-
ticular the first threshold field is common for many of the
known charge density wave systems. At low temperature,
when the number of quasiparticles is reduced, large elec-
tric fields may build up around pinning centers and the
value of E7 is essentially determined by the amount of
disorder in the system. Going up in temperature, the ther-
mally excited quasiparticles tend to homogenize the elec-
tric field inside the sample. This effect is a natural source
for the redistribution of the driving fields inside the sam-
ple.

A variety of models were proposed to describe the
nonlinear conductivity observed in charge density mod-
ulation materials, mostly based on the original suggestion



of Frohlich [30] that conductivity is dominated by slid-
ing CDW transport. Between them, there are two main
approaches in describing the CDW conductivity [1,9,31].
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modulation conductivity is then given by
E—FEr
Ucdm(E) = 0O¢ T H(E - ET)a (2)

The first one, treats the CDW as a classical particle which
is moving in a periodic potential, with the period deter-
mined by the period of the CDW [32,33]. This model gives
a sharp threshold field, Er for the onset of nonlinearity
and a saturation of the conductivity for high electric fields.
The second model, proposed by Bardeen and referred to
as the tunneling model [34], assumes that the nonlinear
transport occurs as a result of coherent tunneling of the
CDW over macroscopic distances. Besides the threshold
field, Er, the model gives another characteristic field Fy,
which can be interpreted as a tunneling barrier. The onset
of the conductivity reveals a sharp threshold field and at
high electric fields the conductivity saturates. Both models
rely on aT" = 0 treatment of the problem, though nonzero
temperature models based on thermally assisted flux creep
have been discussed as well [31,35]. The models described
above fail to account for the charge density modulation
conductivity observed in [3-Nag 33V205. Fukuyama, Lee
and Rice [36,37] discussed the effect of the pinning cen-
ters on the charge-density-waves dynamics. They focused
on phase fluctuations and show that, when the material is
characterized by weak pinning, the system can be though
to break up into domains. Here, we integrate this notion in
a simple phenomenological model describing the observed
nonlinear transport in 3-Nag 33V2Os5, by treating the sam-
ple as a collection of interconnected domains. Each domain
is characterized by its own conductivity and threshold field
so that the sample can be considered as a collection of par-
allel and series nonlinear conduction paths. At low applied
fields (smaller then E7), excited quasiparticles dominate
the conductivity of a single domain, leading to the strongly
temperature dependent ohmic behavior. All charge den-
sity modulation domains are pinned by lattice and defects
and will not start moving until the applied field exceeds
a certain critical field. At higher applied fields, some do-
mains start to become depinned, leading to an additional
charge density modulation contribution to the conductiv-
ity. The charge density modulation still cannot move as
a whole due to the domain structure resulting from grain
boundaries and strong pinning centers. The sample is now
in the incoherent moving regime. Finally for applied fields
exceeding a second critical field, the charge density mod-
ulation may move as a whole (or at least a percolation
path exists between the contacts), and the conductivity
becomes completely dominated by the moving charge den-
sity modulation transport. Within this model, the second
critical field is then a percolation threshold and the trans-
port regime above this field is dubbed coherent moving
regime.

The model sketched above can be made more quantita-
tive by specifying a model for the charge density modula-
tion conductivity itself. Here we take one of the simplest
approaches, and describe the charge density modulation
within a domain as a charged particle moving due to an
applied field F in a viscous medium [1]. The charge density

where the Heaviside function (F — Er) assures that the
equation is also valid for ' < Er. In the incoherent mov-
ing regime the conductivity can then be modeled as a
collection of interconnected charge density modulation do-
mains, shunted by the free carrier conductivity. In general,
this is still a complex system which solution would require
detailed knowledge of domain properties and their connec-
tivity. Here we will take a more qualitative and statisti-
cal approach, and model the charge density modulation
system as a statistically large number of interconnected
domains. The conductivity of this network of domains to-
gether with the free carrier conductivity will then yield
the total conductivity. The network can be considered as
a collection of parallel and series conduction paths. For
the series connected domains of a single conduction path,
the conductivity will have the same form as equation (2),

but with an effective threshold field Bz = 37 ; B and ef-
fective conductivity 6. = (3=, (%) 1) ~'. The total charge

C
density modulation conductivity is then given by

- E—F Iy
Ocam(E) = Z@J: TT 0(E — E7), (3)
J

where j runs over the parallel conduction pathways, each
having their own effective threshold field EJT and effective
conductivity 7. If there are a large number of conduc-
tion paths, the above summation can be replaced by an
integration, from zero to infinity, weighted by the statisti-
cal distribution of threshold fields and conductivities. For
simplicity, we assume a Lorentzian distribution of width
7, centered on EY for the threshold fields, and a constant
effective conductivity o] = &, for each path. The total
conductivity, including the free carrier contribution, oq,
can then be equated as

2¢(arctan(e) + arctan(ep)) — In( — )

1+68 (
(€ + €o)(m + 2 arctan(e)) ’

o(€) = oo+,

with eg = E9./v, € = (E — E9) /7. In the limit v/E9 > 1,
which is valid for the present experiment, the total con-
ductivity becomes:

_ 2earctan(e) — In(1 + €2
o(e) = oo + b ( )m ( ), (5)

where e = E/~.

In the derivation of equation (5) quite a few assump-
tions have been made. The most important one is that
domains are formed in the charge density modulation ma-
terial, within which the charge density modulation trans-
port is coherent. This is mainly based on the observa-
tion of the slow onset of the moving conductivity in S-
Nag.33V205 (see Figs. 3 and 4) as well as in for instance
Ko.3sMoO3 [10]. The assumption of parallel paths of se-
ries resistors is pretty robust; allowing for connectivity
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Fig. 6. Fits of the domain model, equation (5) (solid lines),
to the nonlinear transport data (open symbols) at 65 K, 70 K
and 75 K.

between these paths would only lead to additional par-
allel pathways for conduction. Of course, there is nothing
known on the statistical distribution of domain properties.
Taking a symmetric Lorentzian (or Gaussian) distribution
simply makes the integration over domains tractable. Tak-
ing an asymmetric distribution would be more physical.
Also typical domain sizes are not known. X-ray diffraction
measurements [38], however, have shown that the width
of the superstructure peaks originating from charge or-
dering is comparable to the sharpness of the fundamental
peaks, thereby setting a lower limit of the domain sizes to
~100 nm. Finally, we did not allow for a distribution of
effective conductivities for the conduction paths. Numer-
ical simulations taking Lorentzian distributions 67 have
shown, however, that the shape of the field dependent con-
ductivity does not strongly depend on this.

Now return to the data in Figure 4. We have fitted
equation (5) to the field dependent conductivities, mea-
sured at different temperatures between 65 K and 136 K.
Note that the only free parameters in the fits are the width
of the distribution v, and the charge density modulation
conductivity &, since the normal conductivity, oy, can be
obtained directly from the low field data. At low temper-
atures, a good approximation of . can be made using the
field dependent conductivity data taking the conductivity
difference between the ohmic regime and the saturation
regime. The only remaining fit parameter in this situa-
tion is the width of the Lorentzian distribution, . The
fits generally show a good agreement with the data, and
some typical results of the fitting are shown in Figure 6.

The temperature dependence of the threshold field dis-
tribution width, ~, obtained from the fits is displayed in
Figure 7.

At low temperature, the width increases with increas-
ing temperature. It shows a pronounced peak at 80 K,
after which it starts to decrease becoming very small in
the region of the MI transition. The decrease with increas-
ing temperature observed above 80 K is what one might
intuitively expect; the enhanced screening will decrease
the typical domain threshold fields, thereby decreasing ~.
Apart from the decrease of the average pinning potential,
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Lorentzian threshold field distribution obtained from fits of
the data in Figure 4. to the domain model, equation (5).

there will also be changes in the statistical distribution as
the temperature is lowered. At low temperatures one ex-
pects that there will be a larger number of domains with
a relatively small pinning potential, reducing the distri-
bution width. Therefore we believe that the increase of
the width observed in the low temperature results from a
competition of enhanced screening and the formation of
larger, more strongly pinned, domains due to the coales-
cence of small, weakly pinned, domains as the temperature
increases.

Figure 8 shows the temperature dependence of the ef-
fective charge density modulation conductivity, 6., and
the low field ohmic conductivity, og. The moving charge
density modulation conductivity is found to be almost an
order of magnitude larger than the quasiparticle contri-
bution. The small kink in the charge density modulation
contribution around 90 K, which probably again results
from the competition between screening and coalescence.

The temperature dependence of both contributions
show a similar activated behavior. For the quasiparticles
this has already been discussed in Section 2. The usual in-
terpretation of the activated behavior of the moving den-
sity modulation contribution is in terms of thermally ac-
tivated flux creep [35], similar to the flux creep of the
Abrikosov flux lattice in superconductors [39]. From fits
to an activated behavior we estimate the low temperature
(T < 90 K) activation energies for the quasiparticle and
the moving density modulation contributions to be 740 K
and 805 K, respectively. For the ohmic contribution, this
is in good agreement with the earlier results (Sect. 2).

The above discussed model gives a phenomenologi-
cal understanding of the ohmic and incoherent transport
regimes. It does not, however, describe the coherent trans-
port regime, where a sharp rise in conductivity takes place.
The appearance of this second threshold field can be un-
derstood as follows. As the field increases, more and more
local pinning potentials will be overcome, increasing the
number of domains which contribute to the conductivity.
Eventually this will lead to the formation of a percolation
path between the contacts. We thus propose that the sec-
ond threshold is in fact a percolation threshold. For fields
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text).

bigger than the second threshold field, £, the CDW will
then coherently move along such percolation paths, lead-
ing to the sharp rise in conductivity. This leads to an ad-
ditional contribution to the conductivity of the form of
equation (4), so that the total conductivity now becomes

o(6) = 00 + 60 2¢ arctan(e) — In(1 + €2)

€T

2
2¢,(arctan(e,) 4 arctan(eg,)) — In ( e )
6)

T2
1+50p

T (€p + €0p) (T + 2 arctan(ep.))

where €, = (E — E}.)/7p, and €op = EX/7p. yp and 6, are
the width of the distribution and the percolation charge
density modulation conductivity, respectively. We have fit-
ted this last equation to the low temperature (' < 90 K)
field dependent conductivities and some typical results of
the fitting are shown in Figure 9.

Clearly the data follows equation (6) quite well. The
temperature dependence of the upper threshold field (see
inset Fig. 9) closely follows the results presented in
Figure 5. The reason for the sharp decrease of the per-
colation threshold field upon increasing temperature is
the same as for the incoherent moving threshold, as has
been discussed in Section 2, namely the increased screen-
ing of impurities upon increasing temperature. Finally, we
note that the fitting is fairly insensitive to the distribution
width as long as v, < E7T, as expected for a percolation
threshold.

4 Conclusions

We presented detailed nonlinear transport experiments on
(-Nag.33V205 in the temperature range 30-300 K. The
low field data in the charge ordered phase show that
two types of excitations contribute to the transport. The
charge density modulation quasiparticle gap is found to
be about 700-800 K, and likely depends on the sodium
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Fig. 9. Fits of the domain-percolation model, equation (3)
(solid lines) to the nonlinear transport data (open symbols)
at 65 K, 70 K and 75 K. The inset shows the behavior of the
percolation threshold with temperature.

stoichiometry. Evidence for a second type of excitation,
with a gap of ~500 K, has been presented, although the
exact origin of this excitation remains unclear at present.
It might be either a bound state of collective charge den-
sity modulation excitations like the phason, or possibly
an excitation within the domain walls between ordered
charge density modulation domains. A competing model
for the thermally activated low field charge transport in a
low dimensional system in the presence of disorder is the
variable range hopping (VRH) model [40,41]. Analyzing
the low temperature data in terms of VRH conductivity
indeed leads to a reasonable agreement with this model as
well, again with deviations at temperatures below 50 K.
Since the present data can not distinguish between these
models we adapted the most widely used model here as
well.

The field dependent data clearly show the charge den-
sity modulation nature of the insulating phase, and is very
similar to the transport in other well known charge density
modulation materials like Ky 3MoO3. The phenomenolog-
ical domain model for nonlinear transport in charge den-
sity modulation materials presented here is found to be in
good agreement with the experiments, and we believe that
this model should be applicable to other semi-conducting
charge ordered materials as well. The model could be im-
proved by taking a more realistic model for the statistical
distribution of domain properties, the single domain trans-
port, and by allowing for field dependent domain proper-
ties. In particular the pinning fields are expected to be field
dependent, since at high moving velocities the charge den-
sity modulation excitations may excite quasiparticle exci-
tations resulting from charge density friction. Finally, we
believe that in low free carrier density (i.e. semiconduct-
ing) compounds like $-Nag 33V205 and K 3MoO3 much
of the temperature dependence of the transport proper-
ties, including the observed decrease of threshold fields
upon raising temperature, can be understood in terms of
enhanced screening of pinning centers by thermally ex-
cited charge carriers.
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